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Abstract:  We investigate the use of a Genetic Algorithm (GA) to design
a set of photonic crystals (PCs) in one and two dimensions.fl@xible
design methodology allows us to optimize PC structures foecsic
objectives. In this paper, we report the results of severeth $&SA-based PC
optimizations. We show that the GA performs well even in veoynplex
design spaces, and therefore has great potential as a d#sigh tool in a
range of PC applications.
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1. Introduction

Photonic crystals (PCs) describe a class of semiconductmtsres with a periodic variation of
refractive index in 1, 2, or 3 dimensions. As a result, PCsess a photonic band gap — a range
of frequencies in which the propagation of light is forbiddé, 2]. This unique characteristic
of PCs enables them to be used to manipulate light. PCs haagglbeen used for applications
such as modifying the spontaneous emission rate of emifterd], slowing down the group
velocity of light [5, 6], and designing highly efficient naseale lasers [7].

Given that photonic crystals find applications in a myriaduafas, we proceed to investigate
the questionWhat is the best possible manufacturable PC design for angipelication”Man-
ufacturability refers to the ability to realize the strugwvith standard tools such as electron
beam lithography. Traditionally, photonic crystal desidnave been optimized largely by either
trial-and-error, iterative searches through a designesgag physical intuition, or some com-
bination of the above methods [8, 9]. However, such methédesign have their limitations,
and recent developments in PC design optimization haveddsiaken on a more systematic
and algorithmic nature [10, 11, 12, 13]. In this work, we nebe results of a Genetic Algo-
rithm (GA) to optimize the design of a set of one and two-disienal PC structures. We show
that the GA can effectively optimize PC structures for aregidesign objective, and is thus a
highly robust and useful design tool.

2. Genetic algorithms

Genetic algorithms (also known as Evolutionary algorithare a class of optimization algo-
rithms that apply principles of natural evolution to optimia given objective [14, 15, 16]. In
the genetic optimization of a problem, different solutidaghe problem are picked (usually
randomly), and a measure of fithess is assigned to eachaul@n a given generation of the
design, a set of operations, analogous to mutation andaagption in natural selection, are per-
formed on these solutions to create a new generation ofisosjtwhich should theoretically
be “fitter” than their parents. This process is repeated thrgialgorithm terminates, typically
after a pre-defined number of generations, or after a p#atigufit” solution is found, or more
generally, when a generation of solutions meets some gneedieconvergence criterion. In
general, GA's are best suited to problems which have a lonpedational cost for each fitness
evaluation.
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3. Implementation

Genetic algorithms have already been used in PC design tmindntuitive large-bandgap
designs [12, 17] and for designing PC fibers [18]. In this wavk implement a general GA
to optimize 1 and 2-dimensional photonic bandgap strusfuaed show that it is able to ro-
bustly optimize these structures for a wide variety of otiyes. In the 1-dimensional case,
we consider the design of planar photonic crystal cavitiesdrying the widths of dielectric
stacks, accounting for the remaining spatial dimensioasawi effective index model; in the
2-dimensional case, we perform the genetic optimizatiomadsying the sizes of circular holes
in a triangular lattice. These approaches were chosen bet¢he search space is conveniently
well-constrained in these paradigms, and the optimizeatttres (for the triangular lattice) can
be easily fabricated.

In our genetic algorithm, the variables to be optimizedqlstaidths in 1D, hole radii in 2D)
were directly stored in a vector, called a chromosome. Eaobncosome therefore compactly
represents a dielectric structure to be simulated. Ouramphtation can be easily modified to
optimize over other types of variables as well, such as tis@ipos of the various holes, or the
refractive index of the dielectric material.

To propagate a new generation of chromosomes from the ¢ugegreration, we used the
following steps:

Selection.We used fitness-proportionate selection (also known agttetivheel selection),
to choose parent chromosomes for mating. In this selecttberae, a chromosome is
selected out of N chromosomes with a probabifityhat is proportional to its fithesf,
as shown in Eq. (1).

R = @

Mating. After a pair of parent chromosome&garent1 andvparent2 Were selected, they were
mated to produce a child chromosomsjq by taking a random convex combination of
the parent vectors, as in Eq. (2).

A~ U(0,1)
Vehild = AVparent1+ (1—A)Vparent2 2

Mutation. Mutation was used to introduce diversity in the populatidfe used two types of
mutation in our simulations, a random-point crossover a@assian mutation.

1) Random-point crossover For an original chromosome vectdyig of lengthN, we
selected a random indei, from O toN — 1 as the crossover point, and swapped the two
halves ofVyrig to produce the mutated vect@,t, as represented in Eq. (3).

vorig = (VlaVZv s 7VN)T
K ~ U{0,12,.. N—1}
Umut = (Viet, Viks2s - VNG VI, Vo, o Vi1 )T ©)

2) Gaussian mutation To mutate a chromosome vector by Gaussian mutation, wesdefin
each element ofi,: to be independent and identically distributed GaussiandBian
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Variables with mearvoig and standard deviation af. This searches the space in the
vicinity of the original chromosome vectugig.

V{nutN N (V;)rig’GZ) 7 ie{12..,N} (4)

o2 is an algorithm-specific variance, and can be tuned to chémegextent of parameter-
space exploration due to mutation.

Cloning. To ensure that the maximum fitness of the population doesewktdse, we copied
(cloned) the top few chromosomes with the highest fithesaéh generation and inserted
them into the next generation.

4. Genetic optimization results

4.1. Optimizing planar photonic crystal cavities
4.1.1. Q-factor maximization

One problem of interest in PC design is the inverse problemerevone tries to find a dielectric
structure to confine a given (target) electromagnetic ma@¢ Here we consider the inverse
design problem of optimizing a linear-defect cavity in anaaphotonic crystal cavity. Th@-
factor is a common figure of merit measuring how well a cavéty confine a given mode, and
can be approximated (assuming no material absorption)dfotlowing expression:

111
Qiotal Q Qu

where Q| represents th@-factor in the direction parallel to the slab, aQd represents
the Q-factor perpendicular to the slaR, is usually the limiting factor foiQ;qi4)- As was
shown previously [10, 20], the vertical mode confinementiciloccurs through total internal
reflection (TIR), can be improved if the mode has minimal kespcomponents inside the light
cone.

In the subsequent sections, we report the results for usiedstA to minimize the light
cone radiation of such cavities. We used one-dimensionatiopiic crystals as approximations
to these cavities [21], and simulated them using the stan@iensfer Matrix method for the
E-field [22]. The reflectance spectrum of each cavity wasinbthusing the Transfer Matrix
method, and we used a heuristic peak-finding algorithm toraatically search the spectrum
for sharp resonance peaks. The resulting resonant modesthem evaluated according to
the chosen fitness function (which differed depending onamtimization objective), and the
maximum fitness found from all the resonant modes was as$agithe fitness for the particular
cavity.

®)

4.1.2. Matching to a target function

In [10] it was noted that minimization of light cone radiaticould be performed via mode-
matching to a target function which already possessed symberty. We therefore used a
fitness function that was equal (up to a normalizing facwthé reciprocal of the mean-squared
difference between our simulated mode and a target mod&(s&&)). For this simulation, our
chromosome encoded the thicknesses of the dielectric slahe structure, and was a vector
of length 10. We used 100 chromosomes in each generationliamcd them to evolve for
80 generations. Since each dielectric slab was “stackeaVeathe previous slab, the distances
between the centers of the slabs were implicitly coded withir chromosome. We used an
alternating piecewise constant dielectric distributiwhich varied betweenq,, = 1 andnpgn =
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Resonance: 0.0749324 Resonance: 0.0749324

0 100 200 300 400 500 -3 -2 -1 0 1 2 3
x k (17a)

Resonance: 0.0690754
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Fig. 1. Top-left Real-space mode profile after optimizing for closest-match to a sinc-
envelope target moddop-right k-space mode profile of the optimized simulated mode
and a sinc-envelope target mo@attom Real-space and k-space mode profiles for match-
ing against a sirfeenvelope target modall: Red curves represent the real-space (k-space)
mode profiles of the optimized fields, blue curves represents the raed-¢k-space) mode
profiles of the target fields. The horizontal axes of the k-space pletgaunits ofr/a,

wherea = 20 computational units.

3.17. The value ofinig, is an effective refractive index that approximates a triiactive index
of a finite-width structure, as will be shown in Section 4.1.4

© 1
fitnessr] { / oo|fsim(x) - ftarget(x)|2dx} (6)

We used target modes that were sinusoidal functions mieidy sinc and sinc-squared
envelope respectively, which have square and triangulari€&oTransform patterns with no
components inside the light cone. Such target modes canthesestically no radiation in the
direction perpendicular to the slab and are therefore ideatlidates as target functions. The
results, shown in Fig. 1, clearly feature a suppression wédtor components at low spatial-
frequencies. Matching using the thimc-squaredenvelope target function produced better re-
sults. From the k-space plots, the GA evidently had difficaliatching the sharp edges for the
sincenvelope target mode.

4.1.3. Direct minimization of light cone radiation

In the preceding subsection, we observed that when we fatedibur objective as a matching
problem, in the case of tt@ncenvelope, the GA sacrificed the desired low spatial-fraque
suppression in an effort to match the overall shape of thetimm. The preceding formulation
therefore poses an implicit constraint on our optimizati®y reformulating the optimization
problem, we were able to effectively remove this constrant obtain a better result.
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Optimized Mode - real space
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Fig. 2. Top Real-space mode profile of optimized resonant E-field mode usingt tligbt-
cone minimizationBottom Corresponding k-space mode profile of optimized mode.

Our reformulation directly minimized the k-vector compatgein the light cone, by min-
imizing the integrated square-magnitude of the simulatditld mode in k-space inside the
light cone. The fitness function used here is given as in EqwiigreV represents the set of
k-vectors within the light cone, arfél(k) is the Fourier Transform of the field.

fitness— {/V|F(k)2dk}_l @)

The final, evolved structure, together with the correspogadeal-space and k-space mode
profiles are shown in Fig 2. The k-space mode profile featust®ag suppression of radiation
at low frequencies, to a greater extent as compared to thmiaptl fields from the preced-
ing simulations. By relaxing our constraint and performandirect optimization, our GA has
designed a structure that achieves better light cone ssiprethan before. Our direct opti-
mization paradigm has exploited the extreme generalith@GA, which simply requires that
a fitness function be defined, with little further constrahwreafter.

4.1.4. 2D design verification

In order to verify our design, we used a 2-dimensional Fibiterence-Time-Domain (FDTD)
simulation to compare our GA-optimized design againstadsted uniform quarter-wave-stack
cavity. We used the standard effective index approximd@ah for uniform slab waveguides
to translate our 1-dimensional desigefféctive pign = 3.17) to a 2-dimensional finite-width
design {rue nigh = 3.30). Our 2-dimensional cavity therefore has a “slab-waidgjistructure,
with a periodic modulation of the dielectric. The unifornvitg comprises a dielectric spacer of
thicknessA /2npign with 9 quarter-wave stacks placed symmetrically on eachsidhe spacer.
The number of stacks were chosen so that both the unifornyeavil our GA-optimized cavity
have the same number of stacks on each side of the centrarspac

To isolate the out-of-plan€-factors, we progressively increased the number of quarter
wave-stacks for both the GA-optimized cavity and the umif@avity, and recorded the overall
Q-factors. In general, as the number of additional stack®ases, the in-plane confinement of
the mode improves, and the over@lifactor converges to the out-of-pla@efactor. There was
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Fig. 3. Top Electric field amplitude of the resonant mode in a slab-waveguide uniform
quarter-wave-stack cavity, with a half-wavelength thick central spairQ = 85.Bottom
Electric field amplitude of the resonant mode of our GA-optimized cavity, ®ith6510.

The modal shape at the slab center closely resembles the modal pirofilel® simulation

in Fig 2. In FDTD program units, the widths of the high-index layers (startiog the
central spacer) wengign = {16, 7,10, 9, 9, 16, 6, 5, 13} 7nd the widths of the air gaps
wererow = {9, 10, 10, 10, 9, 7, 6, 6,}7 Both The thickness of both structures in the
vertical direction were fixed at 40 units, and refractive indicesngig = 3.30 andgy, =

1.

no significant increase in overd&f-factor for either design after adding four additional &&ac
The out-of-planeQ-factor for the uniform cavity design converged to a valu&sf while the
out-of-planeQ-factor for our GA-optimized design converged to 6510, asging the uniform
cavity design by nearly two orders of magnitude. The resgli-field amplitudes of the res-
onant modes for both designs are shown in Fig 3. While the umifmavity displays excellent
in-plane modal confinement, it simultaneously exhibitgéaout-of-plane losses. The authors
of Ref [24] noted that this effect was particularly signifitdor structures with high index ra-
tios, as we have here. Conversely, our GA-optimized cavfgctvely trades in-plane modal
confinement for a better out-of-plane confinement, leadirglarger overalQ-factor.

Fig. 4. Left: Tiled unit cells in a hexagonal latticRight: Enlarged unit cell, showing the
hexagonal arrangement of the nine air holes within each unit cell. Tdieafathe nine
holes are used to encode the chromosomes in our optimization. The wiatewith the
dotted outlines are not part of the displayed unit cell, but belong to theeadtjaells. Top:
Brillouin zone (white hexagon), irreducible Brillouin zone (blue triangledl &n K, and
M reciprocal lattice points. The Brillouin zone has the same shape as tlzatezfular
triangular lattice (i.e. a hexagon). However, since the lattice constants iredhspace
lattice are longer by a factor of 3 than those of the underlying triangular Ig¢&ca result
of the supercell), the reciprocal-space vectors are correspondihgiier by a factor of 3.
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4.2. Maximal gap at any k-vector point

Moving on to the more general case of 2D photonic crystalsshvesy the results of simulations
for maximizing the TE bandgap at any point in k-space for aidhsional PC structure with
a triangular lattice of air holes. This could be useful fordSign applications where the target
mode to be confined is centered around a particular pointspace [10]. By maximizing the
bandgap at that k-space point, we would effectively desigetter mirror for a mode resonating
along this k-space direction.

We used a supercell which was three periods wide in each dioeljsee Fig. 4). We then
varied the radii of the nine holes in total, and we encodedktitemosome as a vector of these
nine holes. The position of the hole centers were held cofysach spaced apart by one period
of the standard triangular lattice. We constrained ourcdeapace by restricting each hole’s
radius to be less than half a period of the single-hole ktfithis was done to prevent holes
from overlapping with each other. A refractive indexmfyn=3.45 was used for the dielectric
material, and unity for the refractive index of air. We usgabpulation size of 60 chromosomes
for each generation, and allowed the optimization to runafdotal of 100 generations. We
applied Gaussian mutation to 23 of the 60 chromosomes ingedration, witho = 0.45a.

74

Bandgap at K point (%)

I I I I I I |
10 20 30 40 50 60 70 80 90 100
Generation number

62 I I I
0

Fig. 5. Fitness (gap-to-midgap ratio at K-point of the band diagram)eodimally-fit struc-
ture of each generation for 100 generations. Each line in this figuregepts one simula-
tion run of our algorithm. Different runs of the algorithm take differeptimization paths,
but eventually converge to an optimal solution within approximately 80 ge¢ioes. The
maximum fitness is a monotonically non-decreasing function due to cloeeggection
3). A general increase in fithess arises as a result of various gepetiations (selection,
mating, mutation).

4.2.1. Maximizing the K-point gap

To evaluate the fitness of each chromosome, we used the elgenm Ref [19] to calculate
the frequencies of the first 10 bands at the K-point in theprecial lattice. Next, we extracted
the largest bandgap (calculated as the gap-to-midgayp fatio these 10 bands. We then scaled
the calculated ratio exponentially to tune the selecti@sgpure of the optimization. Figure 5
shows the variation of the gap-to-midgap ratio of our strtes as the algorithm progressed.
Our Genetic Algorithm performs as expected, and we get argkimerease of fithess as the
algorithm progresses. All the four runs do not show any §iicamt increase in fithess after Gen-
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eration 80, at which point they have maximum fitnesses @t of their bandgap to midgap
value) of around 72%. In comparison, a standard unifornmgpiar lattice, with only one hole
per unit cell, has a maximum K-point gap of 53%, achieved witer 0.4445 (maximized by
Brent’s algorithm [25]). All the optimized structures hasigilar dielectric structures and band
diagrams; the structures in each of the four runs only dffiam each other by a translational
shift. The dielectric structures and a sample band diagrarsl@own in Figure 6. The predicted
dielectric structures have, on average, 3 holes per uditvbéth have maximum radius (Cap
and 6 holes with negligible radii.

Due to the expansion of the 3 holes and concurrent shrinkiigeoremaining 6 holes, the
superlattice also exhibits discrete translational symyriata uniform (albeitarger) triangular
lattice with periodicity &. This verifies that the optimal structure for maximizing #goint
gap is still a triangular lattice.

4.2.2. Maximizing the M-point gap

To confirm our results, we ran the GA again, this time optingzthe gap at the M-point of
the band diagram. Figure 7 shows the results of the optiloizafhe GA-optimized structures
contain, on average, 6 holes per unit cell with large radiselto the upper bound (@)% and 3
holes with negligible radii. When tiled, the structures ap&milar to dielectric waveguides.
The M-point gap of the GA-designed structures were about,@t#passing the best M-point
gap of 55% possessed by a triangular lattice of r/a = 0.404&ifmized by Brent’s algorithm).
Furthermore, we also observe that maximization of the Mypgap comes at the expense
of decreasing the K-point gap. These results make intugesse, since the waveguide-like
structures have a large index contrast in the vertical ilmecand therefore can be expected to
be vertically well-confined in the M direction, correspomglito a large gap at the M-point.

4.3. Optimal dual PC structures

As a more complex example, let us consider two similar PCgtssi(1) a triangular lattice of
air holes in a dielectric slab, and (2) a triangular latti¢elielectric rods in air. Structure (1)
possesses a bandgap for TE light, but no bandgap for TM kigtite structure (2) possesses a
bandgap for TM light, but not for TE light.

Our objective is to use the Genetic Algorithm to find a PC degigvhich the TE eigenmode
for structure (1) and the TM eigenmode for structure (2) aostrsimilar. Maxwell’s equations
can be cast as eigenproblems for the electric or magnetasfiahd our approach could be
potentially useful in future PC design, because solvingrifierse problem is analytically sim-
pler (at least intuitively) for the eigenproblem involvitige E-field, or for translating TE-like
solutions to TM-like solutions.

We used a 3x3 supercell for the optimization, and we minichibe mean-square difference
of the z-components of the electric and magnetic fields ofdt structures (oriented along
the holes/rods) at the K-point of the band diagram. We ergttitechromosomes as in section
4.2, as a vector of length 9, bounded in the same way as welleMer, in this case, each
component of the chromosome vector represbatkthe hole radii in structure (1) and the rod
radii in structure (2). This ensures that both structuredrasteed dual to each other, having an
identical geometric arrangement, but with flipped dieledatistributions. We recogniza priori
that a trivial solution, which we wish to avoid, is a strudihat has a uniform refractive index
(either dielectric or air) throughout, and so we preventdbaetic algorithm from obtaining
this by restricting our mutation to only a Gaussian muta{ieee Eq. 4). This preferentially
searches the locality of points, and is a necessary trédderaibtaining a reasonable solution.
This illustrates the versatility of the Genetic approache éxtent of the search can be easily
modified by a simple change of algorithm parameters. Figo8vshhe optimal dual structures
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Run Dielectric structure | Unit cell hole radii, from
top left

r/a ={0.00, 0.00,
0.50, 0.50, 0.00, 0.00
0.00, 0.50, 0.0%

r/a ={0.00, 0.00,
Run 2 0.50, 0.50, 0.00, 0.00
0.00, 0.50, 0.0p °

(b) Enlarged unit cell

m
for run 4. The 9 or-
r/a ={0.50, 0.00,| ange dots show the
Run 3 ‘a 0.00, 0.00, 0.50, 0.00; positions of the hole
0.00, 0.00, 0.5p centers. 6 of the 9
holes are “missing”,

Run 1

having been shrunk to

r/a :{000 0.50 0 radii by the Opti-
mization.

Run 4 0.00, 0.00, 0.00, 0.50

0.50, 0.00, 0.09

(a) Table of simulation runs
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(c) Band Diagram - maximized K-point gap (d) Band Diagram - uniform holes, r/a = 0.4445

Fig. 6. Table &) shows the optimal PC structures predicted by 4 runs of our Genetic Al-
gorithm. The unit cell for each structure is depicted by the yellow boundmgwith di-
mensions 8x 3v/3a/2, and the unit cell hole radii are listen in the third column. A sample
band diagram (for Run 4) is shown ig)( The optimized K-point TE gap, calculated as the
ratio of the size of the gap to the midgap value, was found te:#2%. More bands are
shown in €) to account for the folding of bands due to the supercell. The corneipg
K-point gap for a triangular lattice with uniform air holes (r/a = 0.4445) wvahin (d) for
reference. The band diagram for the uniform triangular lattijev@s calculated without a
supercell approximation, so the unit cell is three times smaller tharcoTkis also im-
plies that the normalized frequencies at the band gap are three timesdad&-segments
on the horizontal axis are three times bigger thandr (
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Run Dielectric structure | Unit cell hole radii, from
top left
bbbt r/a ={0.50, 0.50,
Run 1 --m 0.50, 0.50, 0.50, 0.50
LTRSS 0.00, 0.00, 0.0
bbbt P vy v
L] L] L]
IXIXIIII] - B -
,,,,,,,,, \
P r/a ={050, 050, ' .Y .Y,
Run 2 n-m 0.47, 0.50, 0.50, 0.50
LA A 0.00, 0.00, 0.09 u
] .
T (b) Enlarged unit cell
OO0 for run 4. The 9 or-
M r/a. ={0.50, 0.43,| ange dots show the
Run 3 \‘H el 0.50, 0.50, 0.50, 0.50{ positions of the hole
(XXX XXX X L) 0.01, 0.00, 0_0}) centers. 3 of the 9
hhbbbbbbd holes are “missing”,
0000008008 having been shrunk to
e eOnad r/a ={0.50, 0.50, O.raf.” by the opti-
.................. mization.
Run 4 mm 0.50, 0.50, 0.50, 0.50
................... 0.00, 0.00, 0.0p
[ ]

Normalized Frequency (c/3a)

(c) Band Diagram - maximized M-point gap (d) Band Diagram - uniform holes, r/a = 0.4045

Fig. 7. Table &) shows the PC structures with a maximized M-point gap, predicted by
4 runs our Genetic Algorithm for unit cells (yellow boxes) with size 3 3\/3a/2 for

all four runs. €) shows a sample band diagram (for Run 4). The GA-designed stegctur
have a maximized M-point gap of 64%, which is higher than the M-point afap5%

of a reference uniform triangular latticd)( The uniform triangular lattice band diagram
(d) was calculated without a supercell approximation, so k-space segsteown on the
horizontal axis are 3 times larger than faJ,(@and normalized frequencies are also 3 times
larger than for €).
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Fig. 8. Genetic Algorithm prediction of PC structures that have optimally nedtéhand
H fields, for the lowest 4 bands, at the K point. The E-fields are showstifactures with
dielectric rods, that have a TM bandgap, while the H-fields are showsttfioctures with
air holes, that have a TE bandgap. The displayed fields are in the diredigmed with
the rods. The fields for the lowest 3 bands are very well matched, dgih io deviate
significantly from each other at band 4.
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with the corresponding simulated fields. The GA clearly @ges onto structures that exhibit
close similarity between TE and TM confinement. The highegdiency bands begin to deviate
because the larger extent of modal variation over the utlintakes it harder to find a good
match.

5. Conclusion

We have shown that our Genetic Algorithm is able to effetfivptimize PC designs to meet
specific design criteria. Specifically, we applied the GAhoee particular problems. In 1D

cavity simulations, the GA improved vertical cavity confiment by almost two orders of mag-
nitude compared to standard equal-index-spacing desWjasalso applied the GA to a 2D

triangular lattice to maximize the bandgap at the K-poirt Bhpoint of the band diagram. Fi-

nally, we use the GA to design symmetric 2D triangular latStructures that support dual TE
and TM modes. Furthermore, by our choice of encoding, wedceakily impose constraints
upon the design space to ensure that every design searctikd algorithm could be realisti-

cally fabricated. Between different optimizations, weyomted to change the “fithess function”,
which measures how closely a given structure complies withdesign criteria. Our Genetic
Algorithm is therefore highly robust and can be easily medifio optimize any user-defined
objective function.
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